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Abstract

Multi-task learning is a promising approach for effi-

ciently and effectively addressing multiple mutually related

recognition tasks. Many scene understanding tasks such as

semantic segmentation and depth prediction can be framed

as cross-modal encoding/decoding, and hence most of the

prior work used multi-modal datasets for multi-task learn-

ing. However, the inter-modal commonalities, such as one

across image, depth, and semantic labels, have not been

fully exploited. We propose a multi-modal encoder-decoder

networks to harness the multi-modal nature of multi-task

scene recognition. In addition to the shared latent represen-

tation among encoder-decoder pairs, our model also has

shared skip connections from different encoders. By com-

bining these two representation sharing mechanisms, the

proposed method efficiently learns a shared feature repre-

sentation among all modalities in the training data. Experi-

ments using two public datasets shows the advantage of our

method over baseline methods that are based on encoder-

decoder networks and multi-modal auto-encoders.

1. Introduction

Scene understanding is one of the most important tasks
for various applications including robotics and autonomous
driving and has been an active research area in computer vi-
sion for a long time. The goal of scene understanding can
be divided into several different tasks such as depth recon-
struction and semantic segmentation. Traditionally, these
different tasks have been studied independently using a ded-
icated methodology. Recently, there is a growing demand
for a single unified framework to achieve multiple tasks at
a time. By sharing a part of the learned estimator, such a
multi-task learning framework is expected to achieve better
performance with a compact representation.

In most of the prior work, multi-task learning is for-
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Figure 1. Overview of our multi-modal encoder-decoder networks.

Our model takes data in multiple modalities such as RGB images,

depth, and semantic labels as input, and generates multi-modal

outputs in a multi-task learning framework.

mulated with a motivation to train a shared feature rep-
resentation among different tasks for efficient feature en-
coding [2, 17, 25]. Accordingly, in recent convolutional
neural network (CNN)-based methods, multi-task learn-
ing often employs an encoder-decoder network architec-
ture [2, 17, 13]. If, for example, the target tasks are seman-
tic segmentation and depth estimation from RGB images,
multi-task networks encode the input image to a shared low-
dimensional feature representation and then estimate depth
and semantic labels with two distinct decoder networks.

While such a shared encoder architecture can constrain
the network to extract a common feature for different tasks,
one limitation is that it cannot fully exploit the multi-modal
nature of the training dataset. The representation capabil-
ity of the shared representation in the above example is
not limited to image-to-label and image-to-depth conver-
sion tasks, but it can also represent the common feature
for all of the cross-modal conversion tasks such as depth-
to-label as well as within-modal dimensionality reduction
tasks such as image-to-image. By incorporating these addi-
tional conversion tasks during the training phase, the multi-
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ABSTRACT�
Head-mounted�eye�tracking�has�significant�potential�for�gaze-
based�applications�such�as�life�logging,�mental�health�moni-
toring,�or�the�quantified�self.� A�neglected�challenge�for�the�
long-term� recordings� required� by� these� applications� is� that�
drift�in�the�initial�person-specific�eye�tracker�calibration,�for�
example�caused�by�physical�activity,�can�severely�impact�gaze�
estimation� accuracy� and� thus� system� performance� and� user�
experience.�We�first�analyse�calibration�drift�on�a�new�dataset�
of�natural�gaze�data�recorded�using�synchronised�video-based�
and�Electrooculography-based�eye� trackers�of�20�users�per-
forming�everyday�activities�in�a�mobile�setting.�Based�on�this�
analysis�we�present�a�method�to�automatically�self-calibrate�
head-mounted�eye�trackers�based�on�a�computational�model�
of� bottom-up� visual� saliency.� Through� evaluations� on� the�
dataset�we�show�that�our�method�1)�is�effective�in�reducing�
calibration�drift�in�calibrated�eye�trackers�and�2)�given�suffi-
cient�data,�can�achieve�gaze�estimation�accuracy�competitive�
with�that�of�a�calibrated�eye�tracker,�without�any�manual�cal-
ibration.�
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INTRODUCTION�
Gaze�is�a�compelling�modality�for�human-computer�interac-
tion� [28]� and� explicit� gaze� interaction� techniques� on,� e.g.,�
hand-held�and�ambient�displays�[35,�39,�40]�have�been�stud-
ied� extensively� over� many� years.� The� recent� advent� of�
lightweight� head-mounted� eye� trackers� is� starting� to� cause�
a� paradigm� shift� towards� gaze� interaction� in� daily-life� set-
tings�and�applications�in�which�human�gaze�behaviour�is�anal-
ysed� continuously�over�hours� or� even�days� [10,� 34].� Gaze�
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Figure�1:� Our�method�automatically�calibrates�a�head-head�
mounted� eye� tracker� using� gaze� input� features� and� visual�
saliency�maps�calculated�on�the�egocentric�scene�video.�

behaviour� analysis� has� significant� potential� for� a� range� of�
HCI�applications,�such�as�human�activity�and�context�recog-
nition�[8,�9,�38],�life�logging�[20,�19],�mental�health�monitor-
ing�[41],�or�for�quantifying�everyday�reading�behaviour�[26].�

One� major� limitation� of� state-of-the-art� head-mounted� eye�
trackers�is�that�they�have�to�be�calibrated�to�each�user�prior�
to�first�use.�This�initial�calibration�typically�requires�the�user�
to�look�at�a�set�of�predefined�targets�to�establish�a�mapping�
from�eyeball� rotations� to�gaze�positions� in� the�user’s�visual�
scene.�A�second�limitation�is�that�this�calibration�is�currently�
assumed�to�be�static,�i.e.�not�to�change�(drift)�over�time.�Par-
ticularly�in�mobile�daily-life�settings,�however,� shifts�of�the�
eye� tracker� on� the� head,� e.g.� caused� by� physical� activities�
or� the�user� touching�or� even� taking�off� the� eye� tracker,� are�
very�likely�to�occur�and�can�cause�significant�calibration�drift,�
thereby�considerably�reducing�gaze�estimation�accuracy.� To�
address�the�problem�of�calibration�drift,�the�eye�tracker�could�
be� recalibrated� frequently.� However,� frequent� recalibration�
would�be� time-consuming� and�disruptive� and� therefore� im-
practical�for�real-world�use.�

In� this� work� we� propose� a� novel� method� to� self-calibrate�
head-mounted�eye�trackers,�i.e.�to�establish�an�accurate�map-
ping�of�pupil�positions�to�gaze�positions�in�the�visual�scene�
without�the�need�for�any�explicit�(re-)calibration.� In�contrast�
to�existing�calibration�routines�that�use�a�single�initial�calibra-
tion,�our�method�is�designed�to�run�continuously�and�update�
the� gaze� mapping� transparently� in� the� background.� While�
such�a�continuous�calibration�approach�is�taken�in�other�wear-
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Fig. 1: The proposed shape-conditioned image generation network (SCGAN) outputs
images of an arbitrary object with the same shape as the input normal map, while
controlling the image appearances via latent appearance vectors.

been used to modify synthetic data to more realistic training images, and it has been
shown that such data can improve the performance of learned estimators [27,28,2].
These methods use synthetic data as a condition on image generation so that output
images remain visually similar to the input images and therefore keep their original
ground-truth labels. In this sense, the aforementioned limitation of conditional im-
age generation severely restricts the application of such training data synthesis ap-
proaches. If the method allows for more fine-grained control of object shapes, poses,
and appearances, it can open a way for generating training data for, e.g., generic ob-
ject recognition and pose estimation.

In this work, we propose SCGAN (Shape-Conditioned GAN), a GAN architecture
for generating images conditioned by input 3D shapes. As illustrated in Fig. 1, the
goal of our method is to provide a way to generate images of arbitrary objects with the
same shape as the input normal map. The image appearance is explicitly modeled as
a latent vector, which can be either randomly assigned or extracted from actual im-
ages. Since we cannot always expect paired training data of normal maps and images,
the overall network is trained using the cycle consistency loss [39] between the origi-
nal and back-reconstructed images. In addition, the proposed architecture employs
an extra discriminator network to examine whether the generated appearance vector
follows the assumed distribution. Unlike prior work using a similar idea for feature
learning [7], this appearance discriminator allows us to not only control the image
appearance, but also to improve the quality of generated images. We demonstrate
the effectiveness of our method in comparison with baseline approaches through

本研究室では、画像認識のための基礎的な手法の研究から応用のためのシステム
提案・ユーザ評価まで、コンピュータビジョンを軸に機械学習やヒューマンコン
ピュータインタラクションの各領域を跨ぐ研究活動を行っています。

視線推定とユーザ理解

Spatial 
weights

Conv & Max Pooling Fully connected

Regression

U V

W

1x1 Conv+
ReLu

1x1 Conv+
ReLu

1x1 Conv+
ReLu

96x110x110
448x448

96x55x55

256x13x13

Average 
weight map

4096 4096

2

256x13x13

256x13x13 256x13x13 13x13

Figure 2: Spatial weights CNN for full-face appearance-based gaze estimation. The input image is passed through multiple
convolutional layers to generate a feature tensor U . The proposed spatial weights mechanism takes U as input to generate
the weight map W , which is applied to U using element-wise multiplication. The output feature tensor V is fed into the
following fully connected layers to – depending on the task – output the final 2D or 3D gaze estimate.

spatial weighting is two-fold. First, there could be some
image regions that do not contribute to the gaze estimation
task such as background regions, and activations from such
regions have to be suppressed for better performance. Sec-
ond, more importantly, compared to the eye region that is
expected to always contribute to the gaze estimation perfor-
mance, activations from other facial regions are expected to
subtle. The role of facial appearance is also depending on
various input-dependent conditions such as head pose, gaze
direction and illumination, and thus have to be properly en-
hanced according to the input image appearance. Although,
theoretically, such differences can be learned by a normal
network, we opted to introduce a mechanism that forces the
network more explicitly to learn and understand that different
regions of the face can have different importance for estimat-
ing gaze for a given test sample. To implement this stronger
supervision, we used the concept of the three 1× 1 convo-
lutional layers plus rectified linear unit layers from [28] as
a basis and adapted it to our full face gaze estimation task.
Specifically, instead of generating multiple heatmaps (one to
localise each body joint) we only generated a single heatmap
encoding the importance across the whole face image. We
then performed an element-wise multiplication of this weight
map with the feature map of the previous convolutional layer.
An example weight map is shown in Figure 2, averaged from
all samples from the MPIIGaze dataset.

4.1. Spatial Weights Mechanism

The proposed spatial weights mechanism includes three
additional convolutional layers with filter size 1×1 followed
by a rectified linear unit layer (see Figure 2). Given activation
tensor U of size N×H×W as input from the convolutional
layer, where N is the number of feature channels and H and
W are height and width of the output, the spatial weights
mechanism generates a H × W spatial weight matrix W .

Weighted activation maps are obtained from element-wise
multiplication of W with the original activation U with

Vc = W ⊙Uc, (1)

where Uc is the c-th channel of U , and Vc corresponds to
the weighted activation map of the same channel. These
maps are stacked to form the weighted activation tensor V ,
and are fed into the next layer. Different from the spatial
dropout [28], the spatial weights mechanism weights the
information continuously and keeps the information from
different regions. The same weights are applied to all feature
channels, and thus the estimated weights directly correspond
to the facial region in the input image.

During training, the filter weights of the first two con-
volutional layers are initialized randomly from a Gaussian
distribution with 0 mean and 0.01, and a constant bias of 0.1.
The filter weights of the last convolutional layers are initial-
ized randomly from a Gaussian distribution with 0 mean and
0.001 variance, and a constant bias of 1.

Gradients with respect to U and W are

∂V

∂U
= ∂W , (2)

and

∂V

∂W
=

1

N

N∑

c

∂Uc. (3)

The gradient with respect to W is normalised by the total
number of the feature maps N , since the weight map W
affects all the feature maps in U equally.

4.2. Implementation Details

As the baseline CNN architecture we used AlexNet [14]
that consists of five convolutional layers and two fully con-
nected layers. We trained an additional linear regression
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Figure 1: We explore gaze-contingent user interfaces notifications

that are shown at a certain distance away from users’ current gaze

location (red cross) and evaluate their key properties in the

2-dimensional noticeability/distractiveness space.

Introduction

With digital communication having become a dominant
part of our everyday life, we are overloaded by an ever-
increasing number of notifications from different sources,
such as mail user agents, chat clients, or social network-
ing apps [7, 11]. Unimportant notifications interrupt users,
thereby reducing user experience [16], while important or
urgent information can be missed [14]. The development of
attentive user interfaces that actively manage notification
display to reduce interruptions has therefore emerged as an
important research challenge in HCI [3, 9, 20].

Peripheral displays were proposed as a potential solution to
this problem. The key idea is to take the users’ visual field
of view into account and selectively display information in
the foveal area or the periphery [12, 13]. These displays
can be generalized to gaze-contingent displays in which in-
formation is shown at different distances away from users’
current on-screen gaze position [6]. By adaptively control-
ling this gaze distance as a function of, for example, the im-
portance of the information to be delivered or current user
engagement, unnecessary interruptions of the user could
be avoided. Previous works also investigated gaze-aware

interfaces, such as to indicate display changes [5] or to im-
plement gaze-aware user interface components [8].

Some prior work on peripheral displays such as [2] dis-
cussed appearance properties of notifications in addition
to the gaze distance reflecting the fact that appearance
plays an at least equally important role in human visual
perception. While foveal vision is particularly sensitive
to color [22], peripheral vision is sensitive to motion [17].
Changing the appearance of notifications in addition to the
gaze distance therefore promises further possibilities to ex-
ploit perceptual properties for notification management.

In terms of user experience, there are two closely related
yet complementary concepts in notification perception: no-
ticeability and distractiveness. While noticeability describes
how easily a notification can be noticed by the user, distrac-
tiveness describes how much the notification keep the user
away from his primary task. The goal of this work is to in-
vestigate a design space for gaze-contingent user interface
notifications based on these definitions of noticeability and
distractiveness (see Figure 1). The goal of notification is not
always as simple as maximizing the noticeability. While ur-
gent notifications can have larger distractivenesses, minor
information should be displayed with the lowest possible
distractiveness and the minimally required noticeability. By
understanding how different visual properties affect users’
perception in the 2-dimensional noticeability/distractiveness
space, designers can have more control on notification
management.

In this work, we provide an analysis on how different ap-
pearance properties impact noticeability and distractiveness
of notifications, and how these properties interplay with the
distance between the current on-screen gaze location and
the notification. We measure noticeability quantitatively by
analyzing participants’ performance in confirming notifi-
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ABSTRACT
Gaze is frequently explored in public display research given
its importance for monitoring and analysing audience atten-
tion. However, current gaze-enabled public display interfaces
require either special-purpose eye tracking equipment or ex-
plicit personal calibration for each individual user. We present
AggreGaze, a novel method for estimating spatio-temporal
audience attention on public displays. Our method requires
only a single off-the-shelf camera attached to the display, does
not require any personal calibration, and provides visual atten-
tion estimates across the full display. We achieve this by 1)
compensating for errors of state-of-the-art appearance-based
gaze estimation methods through on-site training data collec-
tion, and by 2) aggregating uncalibrated and thus inaccurate
gaze estimates of multiple users into joint attention estimates.
We propose different visual stimuli for this compensation: a
standard 9-point calibration, moving targets, text and visual
stimuli embedded into the display content, as well as normal
video content. Based on a two-week deployment in a public
space, we demonstrate the effectiveness of our method for
estimating attention maps that closely resemble ground-truth
audience gaze distributions.
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H.5.m. Information Interfaces and Presentation (e.g. HCI):
Miscellaneous

Author Keywords
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INTRODUCTION
Human gaze serves a dual purpose in the context of public dis-
plays. First, gaze is an appealing modality for interaction [15]
given that it is faster than the mouse for pointing [37, 53]
and can be intuitive to use [46]. Second, gaze naturally indi-
cates what users are interested in and can therefore be used
to monitor audience attention [2]. Measuring visual attention
is particularly relevant for non-interactive (passive) displays
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Figure 1: AggreGaze is built upon a state-of-the art
appearance-based gaze estimation method, and applies a user-
independent error compensation function obtained from on-
site training data. Compensated gaze positions are aggregated
to compute 2D audience attention maps.

and enables various applications, such as the analysis of the
effectiveness of advertisements [35], and the study of display
blindness effects [11, 28] and, more generally, is key to the
development of pervasive attentive user interfaces [9].

Interactive displays typically require special-purpose station-
ary or head-mounted eye tracking equipment as well as cal-
ibration for each user prior to first use [24, 40, 44]. Recent
interfaces rely on interaction techniques that require neither
accurate point-of-gaze estimates nor cumbersome calibration,
such as smooth pursuits [16, 46] or short glances to the left
and right [57, 59]. Still, all of these interfaces support only a
single user at a time and typically require that users remain in
a fixed position in front of the display.

In contrast, passively monitoring attention of multiple users
on public displays is significantly more challenging, given
that users can look at the display from arbitrary distances and
angles, and also while on the move. While recent advances
in appearance-based methods promise gaze estimation in the
wild without personal calibration [56, 50], how to transfer a
gaze estimator trained in one setting, for example a laptop, to
another setting, such as a public display, remains unsolved.

We present AggreGaze, a novel method for estimating audi-
ence attention on public displays. Our method is calibration-
free, provides 2D attention maps across the full display, and
requires only a single off-the-shelf RGB camera attached to
the display. AggreGaze addresses the limited gaze estimation
accuracy of a state-of-the-art appearance-based gaze estima-
tion method [50] for public displays in two ways: We first
train a mapping function on top of the gaze estimator to com-
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ABSTRACT

We present a computational model to predict users’ spatio-
temporal visual attention on WIMP-style (windows, icons,
menus, pointer) graphical user interfaces. Like existing mod-
els of bottom-up visual attention in computer vision, our
model does not require any eye tracking equipment. Instead,
it predicts attention solely using information available to the
interface, specifically users’ mouse and keyboard input as
well as the UI components they interact with. To study our
model in a principled way, we further introduce a method to
synthesize user interface layouts that are functionally equiva-
lent to real-world interfaces, such as from Gmail, Facebook,
or GitHub. We first quantitatively analyze attention allocation
and its correlation with user input and UI components using
ground-truth gaze, mouse, and keyboard data of 18 partici-
pants performing a text editing task. We then show that our
model predicts attention maps more accurately than state-of-
the-art methods. Our results underline the significant poten-
tial of spatio-temporal attention modeling for user interface
evaluation, optimization, or even simulation.

Author Keywords

Visual attention; saliency; interactive environment; graphical
user interfaces; physical action; spatio-temporal modeling
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INTRODUCTION

Human gaze serves a dual purpose in human-computer inter-
action. For one, gaze is appealing for hands-free interaction
with pervasive interfaces, since it is faster than the mouse for
pointing [44] and intuitive and natural to use [52]. Gaze there-
fore has a long history as an input modality for tasks ranging
from desktop control [27], eye typing [35] and target selec-
tion [47] to password entry [10], cross-device content trans-
fer [51], and notification display [19]. Common to all of these
uses is that gaze is implemented as an explicit input, i.e. an
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Figure 1: We present a computational model to predict users’
spatio-temporal visual attention on a graphical user interface
based solely on information about the interface as well as
users’ mouse and keyboard input.

input that users actively employ to interact with an interface.
At the same time, gaze naturally indicates what we are inter-
ested in and what we attend to. Gaze has therefore also been
used as an implicit input, e.g. for recognition of users’ activi-
ties and cognitive processes [11, 12] or as a measure of users’
visual attention while interacting with a user interface [9, 33].

A fundamental limitation for both uses of gaze in human-
computer interaction is that estimating gaze requires special-
purpose eye tracking equipment. Unfortunately, eye trackers
may not always be available, have to be calibrated to each
user prior to first use, and tracking is limited to a confined
area in front of the interface [34]. Even more importantly,
eye trackers themselves only provide users’ current and past
gaze locations. They do not provide information on which
locations or components the user will likely attend to or in-
teract with in the future. Such information is valuable for in-
telligent user interfaces, for example, to proactively adapt to
users’ needs [42]. While computer vision methods that only
require ordinary cameras have matured considerably [55, 57],
they are still inferior in terms of gaze estimation accuracy.

A promising solution to both problems may be provided by
computational models of visual attention, i.e. models that
mimic basic perceptual concepts to reproduce human atten-
tive behavior [25]. Typically taking a single image as input,
these models aim to predict those locations whose local vi-
sual attributes significantly differ from the surrounding im-
age, and which are therefore most likely to be attended to
next by the observer. Originally introduced in neuroscience,
these models were successful in a range of fields, most no-
tably computer vision for tasks such as object detection or
image segmentation. Despite close parallels to interactive sys-
tems, such as the problem of predicting the next interaction
location, few works have investigated the use of such mod-
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ABSTRACT

Despite advances in machine learning and deep neural net-
works, there is still a huge gap between machine and human
image understanding. One of the causes is the annotation
process used to label training images. In most image catego-
rization tasks, there is a fundamental ambiguity between some
image categories and the underlying class probability differs
from very obvious cases to ambiguous ones. However, current
machine learning systems and applications usually work with
discrete annotation processes and the training labels do not
reflect this ambiguity. To address this issue, we propose an
new image annotation framework where labeling incorporates
human gaze behavior. In this framework, gaze behavior is
used to predict image labeling difficulty. The image classifier
is then trained with sample weights defined by the predicted
difficulty. We demonstrate our approach’s effectiveness on
four-class image classification tasks.
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INTRODUCTION

Machine learning-based computer vision methods have been
growing rapidly and the state-of-the-art algorithms even out-
perform humans at some image recognition tasks [9, 10]. How-
ever, their performance is still lower than humans’ when the
training data is limited or the task is complex [1]. Further, the
errors that machines make are often different from the ones
humans make [12].

One approach to overcome this difficulty is to incorporate
humans in the loop via human-computer interaction [4, 6, 7].
Some prior examples include using human brain activities to
infer perceptual class ambiguities in image recognition and
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Figure 1. Overview of the proposed method. The first gaze SVM is
trained using gaze and mouse features during image annotation and the
second image SVM is trained so that it behaves similarly to the gaze
SVM and reflects the perceptual class ambiguity for humans.

assigning difficulty-based sample weights to the training im-
ages [8, 15]. However, while gaze is also known to reflect
internal states of humans, is much cheaper to measure than
brain activity, and has been used as a cue to infer user proper-
ties related to visual perception [3, 14, 16, 17], there has not
been much research on using gaze data for guiding machine
learning processes.

This work proposes an approach for gaze guided an image
classification that better reflects the class ambiguities in human
perception. An overview is given in Fig. 1. First, we collect
gaze and mouse interaction data when participants work on a
visual search and annotation task. We train a support vector
machine (SVM) [2] using features extracted from these gaze
and mouse data and use its decision function to infer perceptual
class ambiguities when assigning the target image classes. The
ambiguity scores are used to assign sample weights for training
a second SVM with image features. This results in an image
classifier that behaves similarly to the gaze-based classifier.

GAZE-GUIDED IMAGE RECOGNITION

The basic idea of our method is that the behavior of the image
annotator reflects the difficulty of assigning class labels. Gaze
behavior on annotated images is more distinctive if the image
clearly belongs to the target or non-target classes, while it
becomes more indistinctive on ambiguous cases. Therefore,
the decision function of an SVM classifier trained on gaze
and mouse features can be used to estimate the underlying
perceptual class ambiguity of the training images.

Our method uses gaze data recorded during a visual search and
annotation task on an image dataset with pre-defined image
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